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Review: priority queue

The priority need not be inherent to the item!

We can have a ranking function:
Introducing: PIFO

Just a PQ, with a ranking function, but with rank-ties broken in FIFO order.
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Enqueueing a packet can require the reordering of buffered packets.

No PIFO can do this.
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A PIFO tree manifests a *programming language*.

A program is precisely a *scheduling algorithm*.

\[
\text{Path: } [(2, r_1), (B_1, r_2)]
\]

- tree shape
- language expressivity
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Arrows indicate the direction of compilation flow.
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Given an embedding, we lift it to arrive at a compiler.
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*Homomorphic embedding.*
Map root to root, leaves to leaves. Respect ancestry.

Two new algorithms, both starting with heterogeneous source trees.

1. If target tree is regular $d$-ary for some $d$.
2. If target tree is itself heterogeneous.
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Simulation

WFQ: 40/40/20

A - B - RR

C - D - WFQ: 10/40/50

E - F - G

WFQ: 40/40/20

T - RR

A - B - T - WFQ: 10/40/50

C - D - T - G

E - F
Underlying formalism

\[
\begin{align*}
\text{Leaf}(p) & \in \text{PIFOTree}(\ast) \\
\text{Internal}(qs, p) & \in \text{PIFOTree}(\text{Node}(ts)) \\
\text{push}(\text{Leaf}(p), pkt, r) & = \text{Leaf}(p') \\
\text{push}(\text{Internal}(qs, p), pkt, (i, r) :: pt) & = \text{Internal}(qs[i/q'], p')
\end{align*}
\]
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